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Arithmetic Mean




18
16 4
14 4
12 4
10 -

Arithmetic Mean

~_ In many cases the mean 1s the
X=7.07

preferred measure of central
tendency, both as a description of the
data and as an estimate of the

S N & &

. parameter.

3.5 4.5 5.5 6.5 7.5 8.5 95 10.5 11.5 N

Nightly Hours of Sleep +

51 —

In order for the mean to g % X=3.4
be meaningful, the 281
variable of interest must O ;
be measures on an * 4
interval scale. g —]

0 1 2 3 4 9) 6
# of decayed teetl
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Range

largest score minus the smallest score

16 -

14 -

D 12

these two o
8 4

have same range (80)

S N A &
! ! ! !

but spreads look different

0 10 20 30 40 50 60 70 80 90 100
Scores

says nothing about how scores vary around the center
greatly affected by extreme scores (defined by them)




Deviation measures

* Might be better to
see how much
scores differ from
the center of the
distribution -- using
distance

« Scores further from
the mean have
higher deviation
scores

Score | Deviation

Amy 10 -40
Theo 20 -30
Max 30 -20
Henry 40 -10
Leticia 50 0
Charlotte 60 10
Pedro 70 20
Tricia 80 30
Lulu 90 40
AVERAGE 50




Deviation measures

To see how
‘deviant’ the
distribution is
relative to another,
we could sum
these scores

But this would
leave us with a big
fat zero

Score | Deviation
Amy 10 -40
Theo 20 -30
Max 30 -20
Henry| 40 -10
Leticia 20 0
Charlotte 60 10
Pedro 70 20
Tricia 80 30
Lulu 90 40
SUM 0




Deviation measures

So we use . 59
red Score | Deviation | Deviation
un_a t? f Amy| 10 .40 1600
eviations 1rom Theo| 20 | -30 900
the mean Max| 30 -20 400
o Henry 40 -10 100
This 1? the Leticia| 50 0 0
S © __Charlotte | 60 10 100
squares (SS)
— do| 70 20 400
SS= >(X- TricaT——| 30 900
- ~_/
X)? Lulu| 90 T | 1600
SUM 0 6000




Variance

We take the
‘average” squared
deviation from the

mean and call it
VARIANCE




Variance

. Find the mean.

. Subtract the mean
from every score.

. Square the deviations.
4. Sum the squared

deviations.

. Divide the SS by N-1.

Score | Dev'n | Sq. Dev.

Amy 10 -40 1600
Theo 20 -30 900
Max 30 -20 400
Henry 40 -10 100
Leticia 50 0 0

Charlotte 60 10 100
Pedro 70 20 400
Tricia 80 30 900
Lulu 90 40 1600

SUM 0 6000 | 6000/

8=750




Standard deviation

The standard deviation is the square root of the variance

NN
n—1

The standard deviation measures spread in the original
units of measurement, while the variance does so 1n units
squared.




Example

N = 28
X =50
s? = 555.5

s = 23.57

14 -
12 -
10 -

S M A SN R

..|1]

!

A las

0 10 20 30 40 350 60 70 80 90 100

Scores
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Coefficient of Variation

Measure of relative dispersion
Always a %

Shows variation relative to mean
Used to compare 2 or more groups
Formula:

« Sample

CV= = (100)
X




Descriptive Statistics: Quick Review

For a population: For a sample:
Mean = g = 2
. Y N
Variance - _55 st = 55
N n—1
Standard
_ 2 . / 2
Deviation O=N0O S =NS




Example: central tendency and spread of gravid var.

Statistics

N Valid
Missing

Mean

Median

Mode

Std. Deviation
Variance
Range
Minimum
Maximum
Percentiles




Accuracy
VS
precision



Accuracy/Precision

* Precision (American Heritage Dictionary):
— The state or quality of being precise; exactness.

— The ability of a measurement to be consistently
reproduced.

— The number of significant digits to which a value
has been reliably measured.

* |t gives an indication of the uniformity and/or
reproducibility of a measurement

Precise, but not
very accurate




Accuracy/Precision

* Accuracy (American Heritage Dictionary):
— Conformity to fact
— Precision; exactness (Really?)

— The ability of a measurement to match the
actual value of the quantity being measured.

* Accuracy relates to the absolute quality of
a measurement

Accurate, but not
very precise



Accuracy vs precision

(7> * Poor accuracy
— + Good precision




Accuracy vs precision

* Poor precision
* Good accuracy




Accuracy vs precision

What would you
call this?

+ Totally hopelesst!
» Poor precision
» Poor accuracy




Accuracy vs precision

What you
would like

to seel




Are these accurate or precise?

\ ¢
4
4
@®
\



Accurate/Valid

 Defined as:

The degree to which a variable actually
represents what it is supposed to represent.

* Best way to assess
— Compare with a reference

* Threatened by systematic error (bias)
— Due to observer, subject and/or instrument



Reliable/Precise

 Defined as

— The degree to which a variable has nearly the
same value when measured several times

* Best way to assess
— Repeated measures

* Threatened by random error
— Due to observer, subject and/or instrument



Repeatability

* Repeatability expresses the precision
under the same operating conditions
over a short interval of time.

* Repeatability is also termed intra-assay
precision.



Repeatability

* Repeatability should be assessed
using:
a minimum of 9 determinations
covering the specified range for the

procedure (e.g. 3 concentrations/3
replicates each) or



Intermediate precision

* Intermediate precision expresses
within-laboratories variations:

- different days
— different analysts
— different equipment

— etc.



Reproducibility

* Reproducibility is assessed by means
of an inter-laboratory trial.

* Reproducibility should be considered
in case of the standardization of an
analytical procedure



Recommended Data

» standard deviation
 relative standard deviation (CV)
» confidence interval

should be reported for each type of precision.



SE, SP, PPV, NPV
» sensitivity
» Specificity:
» Positive Predictive Value: (PPV)
* Negative Predictive Value: (NPV)



Now to the Math

Patient with Patient
the disease | without the
disease
Test is A B
positive True Positive | False Positive
Test is C D
negative False True Negative

Negative




« Sensitivity = True positives / Total positives x 100

Specificity = True negatives / Total negatives x 100

Positivity Predictive value = True positives / Tested positive x 100

Negativity Predictive value = True negatives / Tested negative x 100



Using the 2X2 table
you can calculate

Sensitivity = a / (a+c¢)
Specificity = d / (b+d)

PPV = a/(a+b)
NPV = d/(c+d)

Knowing the prevalence of the
disease In the population is
necessary for these calculations



Example

- Reflab:t | Reflabe | TOTAL
fostLa: + 0 ] I
TestLan: )
L ) [




The Screening Test

 |deally should be inexpensive, easy to
administer (low risk) and with minimal
discomfort

 There should be a Gold Standard based
on the evidence

 Results should be accurate/valid and
reliable/reproducible/precise



The sensitivity and specificity are
properties of the test.

The positive and negative predictive values
are properties of both the test and the
population you test.

If you use a test in two populations with
different disease prevalence, the
predictive values will be different.

A screening test is most useful if directed to a
high-risk population (high prevalence
and high predictive value).



How to remember

Sensitivity: "| know my patient has the
disease. What is the chance that the test
will show that my patient has it?"

Specificity: "| know my patient doesn't have
the disease. What is the chance that the

test will show that my patient doesn't have
it?"



Cont.

PPV: | just got a positive test result back on
my patient. What is the chance that my
patient actually has the disease?”

NPV: “l just got a negative test result back
on my patient. What is the chance that my
patient actually doesn't have the disease?”



Effects of Prevalence
Sensitivity=95% Specificity=95%

Population’s Predictive Value of a
Prevalence Positive Test
0.1% 1.9%
1.0% 16.1%
2 0% 27.9%
5.0% 50%

50% 95%



Effects of Prevalence
Sensitivity=99% Specificity=99%

Population’s Predictive Value of a
Prevalence Positive Test
0.1% 9.0%
1.0% 50%
2 0% 66.9%
5.0% 83.9%
50% 99%



A minimum of 20 replicate determinations
On at least two levels of control materials
are recommended fo estimate fthe

iImprecision or random error of the

method.



A minimum of 5 specimens with
known

or assigned values should be
analyzed

in to assess the reportable range.
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The Recovery Experirnernt

Prepare pairs
of test samples

Calculate
A added

Neasure A In
both samples

Calculate 20
IeCOVEr Yy

Add Add
Analyte water
O
oy H L}
e Y o W W Y
Ay S oY
1045 TA
10A-T7A

100 = 10020



Example : calcium method, if 0.1 ml of a 20 mg/dL standard is
added to 1.0 ml of serum, the amount added is 20*(0.1/1.1) or
1.82 mg/dL.

Sample A addition = (11.4 +11.6)/2 = 11.5 mg/dL;
Sample A dilution = (9.7 + 9.9)/2 = 9.8 mg/dL;
Sample B addition = (11.2 + 11.0)/2 = 11.1 mg/dL;
Sample B dilution = (9.5 + 9.5)/2 = 9.5 mg/dL;

Sample A addition = 11.5, Sample A dilution = 9.8, diff = 1.7mg/aL
Sample B addition = 11.1, Sample B dilution = 9.5, diff = 1.6 mg/dL

(1.7 mg/dL/1.82 mg/dL)100 = 93.4% recovery
(1.6 mg/dL/1.82 mg/dL)100 = 87.9% recovery

Average the recoveries from all the specimens tested.
(93.4 + 87.9)/12 = 90.6% average recovery
100 - 90.6 = 9.4% proportional error
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Transference
and
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Full
Reference Interval
study
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Test Method Result
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Zero
line
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Validation

* The objective of validation of an

analytical procedure is to demonstrate
that it is suitable for its intended
purpose.



Criteria For Analytical Test Validation

ACCURACY / PRECISION
REPEATABILITY \
INTERMEDIATE
PRECISION

N

l DETECTION
QUANTIFICATION




Table

Tvpe of analytical | IDENTIFICATION | TESTING FOR ASSAY
procedure IMPURITIES
- dissolution
(measurement only)
- content/potency
characteristics quantitat. limit
Accuracy - + - +
Precision
Repeatability - + - +
Interm.Precision - + (1) - + (1)
specificity (2] + + + +
Detection Limit - - 13) + -
Quantitation Limit - + - -
Linearity - + - +
Range - + - +




Detection limit
VS
Quantitation limit

'Know that it's there’
VS
'‘Know how much is there’



Detection limit

(means)

Is any of it present?

— -]

Is it there?



Quantitation limit
How much of it is present???

1| | MI!@J\bjﬂ‘hId _

-
3 P T &

How much of it is there?



DETECTION LIMIT

* The detection limit of an individual
analytical procedure is

but not necessarily
quantitated as an exact value



